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Sensor-Based Hybrid Position/Force Control of a
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Abstract—This paper is devoted to the problem of controlling
a robot manipulator for a class of constrained motions. The task
under consideration is to control the manipulator, such that the
end-effector follows a path on an unknown surface, with the aid of a
single camera assumed to be uncalibrated with respect to the robot
coordinates. To accomplish a task of this kind, we propose a new
control strategy based on multisensor fusion. We assume that three
different sensors—that is, encoders mounted at each joint of the
robot with six degrees of freedom, a force-torque sensor mounted
at the wrist of the manipulator, and a visual sensor with a single
camera fixed to the ceiling of the workcell—are available. Also,
we assume that the contact point between the tool grasped by the
end-effector and the surface is frictionless.

To describe the proposed algorithm that we have implemented,
first we decouple the vector space of control variables into two sub-
spaces. We use one for controlling the magnitude of the contact
force on the surface and the other for controlling the constrained
motion on the surface. This way, the control synthesis problem is
decoupled and we are able to develop a new scheme that utilizes
sensor fusion to handle uncalibrated parameters in the workcell,
wherein the surface on which the task is to be performed is as-
sumed to be visible, but has an a priori unknown position.

Index Terms—Force torque sensor, hybrid control, multisensor
fusion, planner, vision system.

I. INTRODUCTION

I T HAS long been recognized that multisensor-based control
is an important problem in robotics. As a robot is expected

to accomplish more and more complex tasks, such as assembly
and task planning in a manufacturing workcell, the need to take
advantage of multiple sensors in controlling a system becomes
increasingly important. To achieve this end, one proposes to
build multisensor-based intelligent robots that can compensate
for changes in the environment and uncertainties in the dynamic
models without explicit human intervention or reprogramming.

In this paper, we propose a new multisensor-based control
strategy to enable the end effector of a robot manipulator track
along a class of constrained motions. Concretely, our task is to
control the tip of a tool grasped by the end-effector of a robot to
follow a curve on an unknown surface, as shown in Fig. 1. Many
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Fig. 1. A typical trajectory-following task with vision and force-torque sensor.

tasks in manufacturing can be characterized in this category,
such as welding along a curve, cutting materials and scribing
parts, etc. To accomplish the task of moving along a trajectory,
it is natural to assume that the trajectory is known. If this is the
case, then the problem of following the trajectory is relatively
simple. More often, however, the trajectory is on an unknown
surface, the position of which is not fixed. To deal with such an
uncertainty in the environment, the control system has to rely
on reliable information from sensors. As displayed in Fig. 2, we
consider three different sensors. They are encoders mounted on
each of the six joints of the robot, a force-torque sensor mounted
on the wrist of the robot manipulator and a camera fixed to the
ceiling of the workcell.

Sensor integrationand multisensor fusionhas been an ac-
tively researched area in recent years, as is evident from [1]–[8].
Most of the research has predominantly emphasized the use of
sensors providing redundant information. In particular, Nelson
and Khosla [18] have proposed an algorithm guided byresolv-
ability in order to fuse force and vision. They have proposed
to use the two sensors at different stages of the control process
while performing the task ofcontact transition, when a manip-
ulator moves in free space and makes contact with a surface.

The control algorithm we propose in this paper utilizes force
torque and a visual sensor simultaneously. The force-torque
sensor has been used to maintain contact with the surface and
to determine the tangent plane to the surface at the point of
contact. The visual system has been used to guide the robot
arm to follow a trajectory on the surface of contact. The visual
system has been used to gain information about the unknown
trajectory as well. As is evident in Fig. 2, the proposed control
system has a hierarchical structure. The lower level consists of
nonlinear feedback,which linearizes the input output dynamics
of the robot (see [19] for details). The upper level of the control
has two parts. The first part is theplanner, which generates the
desired trajectory the end-effector needs to follow, in order to
accomplish a task. The second part is theforce controller/posi-
tion controllerpair that provides the required control signals to

1063–6536/00$10.00 © 2000 IEEE
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Fig. 2. Block diagram of the control system with vision and force-torque sensor.

maintain the trajectory generated by the planner. In Fig. 2, the
planner has been shown to provide the error signal between the
desired trajectory and the estimate of the actual trajectory as
provided by the sensors, while the controller pair ensures that
the error is driven asymptotically to zero.

This paper is structured as follows. The next section pro-
vides background and earlier work on force control, visual ser-
voing, and sensor fusion. In Section III, we obtain a new mul-
tisensor-based hybrid position/force control law. In Section IV,
an image-based visual servoing scheme has been detailed for the
purpose of executing a constrained motion on a surface. In Sec-
tion V, experimental results are described. The paper concludes
in Section VI.

II. BACKGROUND AND EARLIER WORK

A. Force Control

The basic hybrid position/force control scheme was orig-
inally proposed by Raibert and Craig [47]. It neglected the
dynamic coupling effects among each of the robot joints,
a problem that was subsequently remedied by Khatib and
Burdick [35]. Exact decoupling of motion and force equations
and linearization of the resulting system via nonlinear feedback
has been accomplished in thejoint spaceby Yoshikawa [33]
and in thetask spaceby McClamroch [38]. In most of the
previous work, wherein the end effector made a contact with
a surface in the environment, it is assumed that the algebraic
constraints imposed on the robot motion are precisely known.
In practice, however, the exact location and shape of the surface
in Cartesian space is never known precisely. Recently, Wu [40]
has proposed a new method for force regulation and contact
transition control by usingpositive acceleration feedbackbut
did not study the problem of constrained motion—the main
problem that we investigate in this paper.

B. Visual Servoing

Control of robots with visual information is often referred
to asvisual servoing. Early work in visual servoing appeared
in late 1970’s with the pioneering work of Hill and Park [21]
and Weisset al. [20]. Recently, various visual servoing systems
have been reported in the literature [8]–[17]. Roughly speaking,
the approaches used so far in visual servoing can be classi-
fied into two broad categories: position based and image based.
In the former approach, a set of images are utilized together
with a known camera model to extract the pose of a target in
three-dimensional (3-D) space. Subsequently, target tracking is
performed by computing the error in the 3-D space as well.
On the other hand, in an image-based approach, target tracking
is performed by computing the error on the image plane and
asymptotically reducing this error to zero. Unfortunately, none
of the above two approaches is suitable to establish and main-
tain contact with a surface, precise position, and orientation of
which are unknown. Many of the early research in visual ser-
voing, with the possible exception of Hashimoto [49] and Lei
[14], ignored the dynamics of the robot and focused on esti-
mating motion from images or recovering the image Jacobian.
In 1993, Papanikolopouloset al. [12] proposed a control model
for eye-in-hand system and an adaptive control scheme in which
the depth of each individual feature is estimated at each sam-
pling time during execution. In 1994, Castano and Hutchinson
[8] introduced a new method calledvisual compliance, a vi-
sion-based control scheme that lends itself to task level spec-
ification of manipulation goals. Visual compliance is achieved
by a hybrid vision/position control structure. Finally, Khoslaet
al. in [13] and [18] proposed control schemes that combine vi-
sion and force sensors. A typical implementation proposed is
to switch between vision-based and force-based control during
different stages of execution. Combining vision and force sen-
sors to achieve real-time tracking in 3-D space, proposed in this
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paper, is new. For many other references to visual servoing, the
reader is referred to [22]–[30].

C. Sensor Fusion

Sensor fusion, as has been proposed in many earlier studies
[3]–[7], is to increase the reliability of the observed sensor data
by averaging over redundant sensory measurements. With the
development of sensors in the last decade, reliable measurement
can now be expected from an individual sensor. Hence sensor
redundancy is not required, as it used to be. More recently, a
sensor fusion strategy has been proposed by Ishikawaet al. [1]
to fuse complementary information to obtain inferences that an
individual sensor is not able to handle. In this paper, we propose
a complementary sensor fusion strategy to fuse force-torque-
based and vision-based sensors. For much of the other literature
in sensor fusion, the reader is referred to [31]–[54].

III. CONTROL DESIGN

Let us consider a nonredundant rigid robot with six degrees
of freedom. As is well known [19], the dynamics of the robot in
joint space can be written as

where and are joint angle vector, joint ve-
locity vector, and joint acceleration vector, respectively.

is the inertia matrix of the robot, stands
for coriolis and centrifugal terms, is the term caused by
gravity, and represents joint torque vector. When the
end-effector of the robot makes a contact with a surface in the
environment, the dynamics of the robot is given by

(3.1)

where is the constraint force-torque exerted on the joints. The
pose of the end-effector in task space and the coordinates of the
joint space of the robot are related by

where represents position and represents ori-
entation of the end-effector. By differentiating both sides with
respect to time, it turns out that

where is the Jacobian of the robot and where
the angles and have been defined in [55]. Defining

, we obtain the following dynamics:

(3.2)

(3.3)

Throughout this paper, we assume that the dynamics and kine-
matics of the robot are known.

A. Constrained Motion

In this paper, we assume that the end-effector is initially in
contact with the surface. The problem we want to study is how

to move along a suitable trajectory on the surface while main-
taining the contact. We also assume that the point of contact be-
tween the end-effector and the surface is frictionless. Suppose
that the surface is described in the task space as

(3.4)

where are coordinates in the task space and is
assumed to be smooth. Note that we use the notation for
both “coordinates in the task space” and “position of the end ef-
fector.” Since the end effector is controlled to remain in contact
with the surface, the position coordinates of the end effector can
be assumed to satisfy (3.4). While the end-effector maintains
contact with the surface, the constrained motion of the robot is
given by

Writing , we rewrite the
constrained motion as

(3.5)

Furthermore, differentiating the above constraint, we obtain the
following constraint

(3.6)

On the other hand, under the assumption that the contact is fric-
tionless, it follows from the principle of virtual work that

(3.7)

where and represent the virtual displacements (admissible
geometric displacements) of the robot in the task space and the
joint space, respectively, andis the constraint force exerted on
the end-effector in the task space. It follows from (3.7) and (3.2)
that

which describes the relation between the external force exerted
on the end-effector to the joint torque and depends upon the
geometric structure of the robot.

Since contact is assumed to be made at a point, it follows that

(3.8)

Moreover, for a frictionless contact, the direction of the contact
force is the same as that of , which implies that

(3.9)

for some scalar .

B. Decoupling of Control Variables

We shall consider the nonlinear feedback control law, given
by

(3.10)
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where is a new control vector to be determined. Substituting
the above control torque into the dynamics (3.1) and recalling
(3.3) and (3.9), we obtain

(3.11)

where

(3.12)

We now define and note that remains a nonzero
scalar at all times during the constrained motion sinceis non-
singular and is of full rank. We now define the following two
subspaces of .

Definition:

(3.13)

(3.14)

Note that and are all pose related, and therefore they
are functions of . Note also that the subspaces and
are defined for all points on the contact surface (3.4) and that

where stands for direct sum. Since is a nonzero row vector,
we obtain . Since is a
nonzero vector, we obtain and .

Premultiplying both sides of (3.11) by , it follows using
(3.6) that

(3.15)

If we now asume that where and ,
it follows that . Thus we obtain

(3.16)

where and infer that the magnitudeof the reaction
force is controlled only by .

Premultiplying both sides of (3.11) by leads
to

(3.17)

Since and , we therefore have

(3.18)

where . From (3.18), we infer that is controlled by
the input , where of course is constrained by (3.5).

C. Hybrid Control Laws

At the very outset, we need to choose to control , the
magnitude of the force vector, by considering

(3.19)
where is the desired profile that is expected to follow and

is a suitably chosen constant. It is easy to verify that

since . Applying the control law (3.19)
to (3.16), we obtain

(3.20)

For a suitable choice of , it follows from (3.20) that
. Hence the choice of according to (3.19)

would asymptotically track the desired.
We now proceed to compute in order to control the con-

strained motion. Note first of all that the constraint (3.5) can be
written as

(3.21)

where is defined in (3.8). The advantage of using (3.21) in-
stead of (3.5) is that can be measured, whereasis unknown.

Along the constrained surface, are not all indepen-
dent. We therefore define a new state vectoras

(3.22)

and note that

(3.23)

where

(3.24)

Since and are vectors in the same direction, we have

Hence we compute . Differentiating (3.23), we obtain

(3.25)

From (3.18) and (3.25), we have

(3.26)

In order to choose that would result in a desired trajectory
on the constraint surface, we choose

(3.27)

It is easy to see that because

in view of the fact that . Combining (3.26) and
(3.27), we have

(3.28)

where . By choosing and to be a positive
number, we ensure that (3.28) is asymptotically stable and hence

.
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Fig. 3. Trajectory-following a planar surface.

Finally, we combine (3.19) and (3.27) to obtain a hybrid con-
trol given by

where

Hence

(3.29)

where

and and are defined in (3.24) and (3.12), respectively.
The matrix depends only upon the orientation of the tan-

gent plane to the surface at the point of contact andreflects
the change of orientation. For a flat surface as in Fig. 3, .
The hybrid control (3.29) consists of three parts: The first part is
to maintain the position of the end-effector to follow a trajectory
on the surface. The second part is to compensate for change in
orientation. The last part is to maintain a suitable force on the
surface, ensuring contact with the surface at all times. In Fig. 4,
we show a nonflat surface where . The matrix is a
function of the force-torque sensor output and, as will be shown
in Figs. 5, 7, and 9, it is noisy. In order to compute, one
would have to low-pass filter the force measurements by aver-

Fig. 4. Trajectory-following on an unknown surface.

aging over a time window. Note that the controller only requires
the change rate of the direction of the contact force instead of its
magnitude. For example, if the contact surface is a plane, there
is no change in the direction of the force, even though the mag-
nitude of the force may be noisy. Also, note that in (3.29) the
change of the direction of the force only takes effect along with
the velocity of the robot . If the surface is smooth enough and
the speed is not too fast, the effect of the change in force direc-
tion is little. Since the paramters and can be measured
using the force-torque sensor, the controller (3.29) can be im-
plemented provided is known. Unfortunately, since is a
curve on an unknown surface, it is not precisely known. In the
next section, we handle this problem and replacevia the vi-
sual sensor.

IV. V ISUAL SERVOING OFCONSTRAINED MOTION

In the last section, we showed that the controller (3.29) would
control the end effector to asymptotically track a desired trajec-
tory on the surface while continously maintaining contact
with the surface. Since is unknown, one would have to re-
cover it using a motion-planning based on a visual sensor. The
details are described as follows.

A. Relation Between Constrained Motion and Its Image

Let and be the coordinates of a point
in the camera frame and the base frame of the robot, respec-

tively. The two coordinates are related as follows:

(4.30)

where is a rotation matrix and is a translation vector. Using a
pinhole model of the camera with focal length, the coordinates
of the image of the point are given by

(4.31)
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Fig. 5. Desired and actual contact force for sloped plane.

If is a moving point, the optical flow dynamics generated by
is given by

(4.32)

in view of (4.30). Thus velocity of a moving point with respect to
the base frame of a robot generates an optical flow on the image
plane described by (4.32). Since the moving point is constrained
to the surface (3.4), it follows from (3.21) that

(4.33)

Combining (4.32) and (4.33), we have

(4.34)

where

(4.35)

In (4.34), the matrix can be computed using vision and
force-torque sensor provided we have computed. By ob-
serving the image of the endpoint of the end-effector at various
positions in the workspace, the matrix is estimated using a
linear least squares solution. For details of this computation,
we refer to [41]. The depth parameter, an unknown, has
to be eliminated from (4.34) before applying the least square
solution. Subsequently, in this section, we assume thatcan
be computed in real time using force-torque and vision sensors.

B. Motion Planning

Assume that is the error vector between the
and coordinates of a point on the surface from a desired
point on the trajectory of the surface, with respect to the base

frame of the robot. Likewise, we assume that is
the corresponding error vector on the image plane between the
projection of the point and the projection of the desired point
on the trajectory. We rewrite (4.34) as follows:

(4.36)

and consider the following motion planning:

(4.37)

where is chosen to be a constant such that is positive at
all times. Combining (4.36) and (4.37), we obtain

(4.38)

which is globally asymptotically stable. Hence

indicating that asymptotically, the projection of the pointap-
proaches the projection of the desired trajectory on the image
plane and hence approaches the desired trajectory on the con-
strained surface because the end-effector maintains contact with
the surface at all times. The magnitude ofremains arbitrary
and can be chosen in such a way that the desired velocity of the
end-effector remains within an upper and lower limit.

Rewriting the motion planning equation (4.37) in the coordi-
nates of (4.33), we obtain

(4.39)

The above motion plan ensures that the robot end-effector is
always directed toward the desired point.

V. EXPERIMENTS

The experimental system consists of one PUMA 560 manipu-
lator, a vision system, and a table on which an unknown surface
is placed. The computer vision system consists of a charge-cou-
pled device camera with image resolution of 256256 and
the Intelledex Vision processor based on a 16-MHz Intel 80 386
CPU. The focal length of the camera is 0.0125 m. Our vision
system interfaces with the host computer SGI 4D/340 VGX. Vi-
sual measurements are sent to SGI by a parallel interface. The
robot is controlled by a universal motor controller (UMC) that
also interfaces with the SGI through a memory mapping.

In all the experiments, we assume that the relative poses be-
tween the camera, table, and robot are unknown and that the
unknown surface is either flat or curved. The trajectory to be
followed by the end-effector of the robot is characterized by sev-
eral markers. We adopt our proposed control strategy and con-
trol the robot successfully such that the trajectory-following task
is completed in a robust manner. Since the proposed method is
aimed at an unknown surface, it is robust against uncertainties
in the location and shape of the surface. In fact, during the ex-
ecution of our task, we never need to estimate the shape of the
surfacea priori. Thus our task can be completed even when we
assume that the surface is deformable.
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Fig. 6. Actual trajectory of the end-effector of the robot in the task space for the sloped plane.

Fig. 7. Desired and actual contact force when the flat surface is horizontal.

In the experiments performed, we choose and
m/s, the upper and the lower limits of the de-

sired velocity of the end-effector, respectively. We assume that
the end-effector initially makes contact with the unknown sur-
face. This is achieved by manually moving the end-effector of
the robot to touch the surface. Force control is subsequently
used to maintain contact, as has been described earlier. First
of all, the robot automatically moves in a predesigned pattern
only with the help of force control, while a least squares al-
gorithm is employed to recover the matrix. In our experi-
ments, this procedure takes about 60 images to process. Once

the matrix is recovered, the robot is automatically controlled
to follow the trajectory on the unknown surface. Three subcases
has been considered: trajectory-following on a flat surface that
is placed horizontally, trajectory-following on a flat surface that
has an unknown slope relative to the horizontal plane, and trajec-
tory-following on a curved surface. The flat surface is made of
plastic material with foam under it. The curved surface is made
of metal. During force control, both the surfaces are assumed to
be deformable. Also, we physically reorient the camera to test
the feasibility of our algorithm to recover from a lack of calibra-
tion data. The results are found to be satisfactory.
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Fig. 8. Actual trajectory of the end-effector of the robot in the task space when the flat surface is horizontal.

Fig. 9. Desired and actual contact force for a curved surface.

A. Experimental Results

The experimental results are illustrated in Figs. 5 –10. Figs. 5,
7, and 9 show the actual contact force with the desired force
being 0.3 (kg) for the flat surface and 0.5 (kg) for the curved
surface, respectively, while the actual trajectory of the end-ef-
fector of the robot in the task space is given in Figs. 6, 8, and 10,
respectively. It should be pointed out that in our experiments, the
vision system is able to observe a point on the tool grasped by
the end-effector rather than the actual contact point due to poor

illumination. In fact, when the image of this point approaches
the image of the trajectory on the image plane, the contact point
would not be exactly on the required trajectory in the task space.
However, in spite of this deficiency, our experiments clearly
show the feasibility of our approach.

VI. CONCLUSION

In this paper, we have developed a sensor fusion scheme for
controlling an end-effector to follow an unknown trajectory on
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Fig. 10. Actual trajectory of the end-effector of the robot in the task space for a curved surface.

a surface, the position of which is not knowna priori. At the
point of contact, a force-torque sensor mounted on the wrist of
the robot provides local information about the unknown surface.
The force-torque sensor also provides the necessary control to
maintain contact with a desired force on the surface. A vision
system, with only one camera, is used to track an unknown tra-
jectory on the surface. The proposed method is robust against
calibration parameters that define the position of the camera.
The experiments performed have successfully demonstrated the
feasibility of the proposed method.
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