Abstract—Human head and eye rotate in coordination to rapidly project images of targets from the visual space. Once a target is fixated, the head/eye complex maintains the stability of the image, even while the head continues to move. The dynamics of the head is constrained by Donders’ Law whereas the final position of the eye satisfies Listing’s constraint with respect to the final position of the head. The vestibuloocular reflex rotates the eye opposite to the forward movement of the head in order to compensate and maintain image stability. Using a dynamic model of the head and eye, the eye movement is modeled as a tracking control problem, where the tracking signal depends on the head movement trajectory. The torques required for the head and eye movements are computed by minimizing a suitable cost function. The paper computes the optimal torque and compares simulation results with experimentally measured data on human head/eye movement.
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I. INTRODUCTION

Neurologists, physiologists and engineers have been interested in modeling and control of the eye since 1845 with notable studies conducted by Listing [1], Donders [2] and Helmholtz [3]. Specifically, it has been observed that, when the head coordinates are fixed, the oculomotor system chooses just one angle of ocular torsion for any one gaze direction (see Donders [2]). In fact, the axes of rotations of the eye, away from the primary gaze direction, always lie on a fixed plane called the Listing’s plane. Since its discovery, the so called Donders’ law, has also been applied to the head (see Ceylan et al. [4]), which is mechanically able to rotate torsionally, but which normally adopts just one torsional angle for any one facing direction, see Straumann et. al. [5], Glenn and Vilis [6], Tweed and Vilis [7]. A geometric consequence of the Donders’ Law is that the three dimensional vectors that represent the axes of rotations of the head are not spread out in a 3-D volume but instead fall on a fixed plane called the Listing’s plane. Since its discovery, the so called Donders’ law, has also been applied to the head (see Ceylan et al. [4]), which is mechanically able to rotate torsionally, but which normally adopts just one torsional angle for any one facing direction, see Straumann et. al. [5], Glenn and Vilis [6], Tweed and Vilis [7]. A geometric consequence of the Donders’ Law is that the three dimensional vectors that represent the axes of rotations of the head are not spread out in a 3-D volume but instead fall in a single two-dimensional surface known as the Donders’ surface. When the head and eye are both allowed to move freely, the situation is a bit more complicated (see [8]).

In an attempt to capture a target, the eye violates the Listing’s constraint and locks on to the target. In so doing the eye saccades and may move on to an eccentric position, ahead of the head. The eye does not stay in that position but rotates backwards, while the head moves forward, satisfying Donders’ constraint, towards the target. As the eye recovers from its initial surge, the vestibulo-ocular reflex guarantees that the image on the retina remains invariant. In other words, the head movements are precisely compensated by the backward movement of the eye. Additionally it has been observed that, in the steady state, when both the head and the eye have momentarily reached a point of immobility, the ocular torsion is once again close to zero. It indicates that at the point of immobility Listing’s constraint is satisfied.

During the process of acquiring a target, the head closely follows the eye and settles on points that satisfy the Donders’ constraint on the head movement and meets the Listing’s constraint that the eye satisfies at points of immobility when both head and the eye are stationary. It would appear that, the eye hops unrestricted to acquire a target and the head follows the eye, eventually meeting the Donders’ and the Listing’s constraints. In reality, however, the eye moves backwards even after acquiring a target to compensate for the forward movement of the head.
We choose a head trajectory, a stationary point target and derive eye trajectory that captures the target followed by a backward eye movement that compensates for the head motion. The head movement trajectory assumes that the Donders’ constraint is satisfied for all points on the trajectory. Likewise, the eye movement trajectory is computed assuming that Listing’s constraint is satisfied when both eye and the head have reached their terminal points. This trajectory is computed, ensuring that the orientation of the eye remains invariant with respect to a fixed global coordinate system. It is easy to see that the problem of acquiring a target fixed in space with respect to a global coordinate system, is equivalent to the problem of trajectory tracking that the eye control system has to satisfy with respect to the coordinate system attached to the head. Subsequent to target acquisition, the tracking controls are generated by vestibulo-ocular reflex (VOR), which ensures that the eye is rotated backwards to compensate for the head movement. The effect of VOR on the eye is modeled as an open loop tracking controller (see [9]). We illustrate our results by plotting the eye trajectories. In all, three trajectories have been plotted in this paper. The first trajectory is the head movement with respect to a fixed coordinate system attached to the torso. The second trajectory is the eye movement with respect to the same coordinate system attached to the torso. The eye moves to fixate on a target and subsequently its orientation does not change (being compensated by VOR), even though the head continues to move. The third trajectory is the eye movement with respect to a moving coordinate system attached to the head. In this trajectory, the eye moves forward to acquire the target and then moves backward to compensate for the forward motion of the head. Effect of VOR is displayed as a backward movement of the eye, in this third trajectory.

Ideally, the eye movement control system anticipates the head trajectory in order to compute the trajectory it needs to track. In this paper, we assume that the head trajectory is entirely known and the eye movement is simulated as an optimal tracking problem. Two alternative schemes have been introduced in this paper to compute the head trajectory. In the first scheme, we compute the trajectory by solving a tracking problem where the tracking signals are obtained by interpolating observed head movement data of a human subject. In the second scheme, we compute the trajectory by constraining the initial and final orientation of the head, obtained once again from observed data. In both the schemes, the computed trajectories optimize a cost function that we introduce later in this paper. The simulated Head and Eye movement trajectories are compared with experimentally measured data on human head/eye movement.

II. Listing’s and Donders’ Constraints

We assume a global coordinate system fixed with respect to the torso and that the head and eye rotate about the center of this system. Furthermore assume that the head and eye orientations are measured with respect to this coordinate system and that every orientation is a point in $\text{SO}(3)$. Without any loss of generality, the head is assumed to be initially located at the identity matrix $I$. Following [10], [11], we describe a coordinate system on $\text{SO}(3)$ using a coordinate map on $S^3$ as follows:

$$\rho : [0, 2\pi] \times [0, \pi] \times \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \rightarrow S^3$$ (1)

2 A coordinate system attached to the torso.

3 We do not claim that the human brain actually uses the proposed cost function. We do claim that for the two schemes, introduced on head movement, the simulated eye and head trajectories closely mimic observed data.
Every quaternion \( q \) is considered as a unit quaternion \([12]\). The map \( \text{rot} : S^3 \to \text{SO}(3) \) by a counterclockwise angle \( \phi \) is a rotation matrix which rotates a vector in \( \mathbb{R}^3 \) around the axis

\[
\tan \frac{\phi}{2} \left( \cos \theta \cos \alpha, \sin \theta \cos \alpha, \sin \alpha \right)^T
\]

which is given by

\[
\rho(\theta, \phi, \alpha) = \begin{pmatrix}
\cos \phi \\
\sin \phi \cos \theta \cos \alpha \\
\sin \phi \sin \theta \cos \alpha \\
\sin \phi \sin \alpha
\end{pmatrix}.
\]

Next we consider the map \( \text{rot} \) from \([11]\), between \( S^3 \) and \( \text{SO}(3) \) given by

\[
\text{rot} : S^3 \to \text{SO}(3).
\]

The image of the composite map \( \text{rot} \circ \rho(\theta, \phi, \alpha) \) is a rotation matrix which rotates a vector in \( \mathbb{R}^3 \) around the axis

\[
(\cos \theta \cos \alpha, \sin \theta \cos \alpha, \sin \alpha)^T
\]

by a counterclockwise angle \( \phi \). Every point in \( S^3 \) is considered as a unit quaternion \([12]\). The map \( \text{rot} \) is a \( 2 \times 1 \) map and every quaternion \( q \) and \(-q\) are mapped to the same rotation matrix in \( \text{SO}(3) \). The angle parameter vector \((\theta, \phi, \alpha)\) can therefore be viewed as a coordinate on \( \text{SO}(3) \). The vector \( (4) \) is called the ‘axis of rotation’.

Donders’ law states that for head rotation, the axes of rotations lie in a surface that goes by the name Donders’ Surface \([10]\). In order to describe this surface, the torsion angle parameter \( \alpha \) is often written as a function of the other two parameters \( \theta \) and \( \phi \). When the torsion is zero, i.e. when \( \alpha = 0 \), the Donders’ surface becomes a plane that goes by the name Listing’s Plane \([11]\). When the head is restricted to be fixed, orientations of the eye of an individual lie on the Listing’s plane. However when the eye has fixated on a target and when both eye and head reaches a point of immobility, Listing’s constraint is once again satisfied.

When a target is introduced in the visual space, eye rotates to fixate on the target as quickly as possible. We assume that this motion takes place in \( S^3 \). Let \( e = [e_0, e_1, e_2, e_3]^T \) be the coordinates (quaternion coordinates) of the target with respect to a fixed global coordinate system (assumed attached to the torso in this paper). Furthermore, we assume that \( m(t) = [m_0(t), m_1(t), m_2(t), m_3(t)]^T \) are the quaternion coordinates of the moving head, with respect to the same global coordinate system. Finally, we assume that at \( t = 1 \), the head comes to a stop and the eye is fixated on the target. At this time, the eye satisfies Listing’s constraint with respect to the head. The following Lemma describes the constraint between \( m(1) \) and \( e \) dictated by the Listing’s constraint:

**Lemma I:** A necessary and sufficient condition for the eye to satisfy Listing’s constraint with respect to the head is

\[
e_0 m_3(1) + e_2 m_1(1) = e_1 m_2(1) + e_3 m_0(1).
\]

**Proof of lemma I:** The quaternion coordinates of the eye with respect to the moving head coordinates is given by

\[
[m_0(t), -m_1(t), -m_2(t), -m_3(t)] \bullet [e_0, e_1, e_2, e_3]
\]

where \( \bullet \) denotes quaternion multiplication (see \([13]\) for a definition). For the eye to satisfy Listing’s constraint with respect to the head, the last coordinate of the product in (6) must be zero at \( t = 1 \). The condition (5) easily follows. \( \square \)

Of course, at all time ‘\( t \)’, the head coordinates satisfy an additional constraint imposed by Donders’ law. In this paper we assume that the Donders’ surface is quadratic and is of the form

\[
m_0 m_3 = h_0 m_0^2 + 2 h_1 m_1 m_0 + 2 h_2 m_2 m_0 + h_3 m_1^2 + h_2 m_2^2 + 2 h_1 m_1 m_2,
\]

where the parameters \( h_i \) are assumed known.

**Remark I:** We would assume that as soon as the presence of a target is detected, the final head orientation is anticipated. The coordinates \( e = [e_0, e_1, e_2, e_3] \) satisfying the target gaze direction and the Listing’s constraint (5) are easily computed. If the head follows a trajectory \( m(t) \), the eye has...
ξ controller has to track the signal ‘orientation stability’ of image. It would imply that the eye to follow the trajectory \( \xi(t) = m(t)^{-1} \cdot e \) in order to maintain ‘orientation stability’ of image. It would imply that the eye controller has to track the signal \( \xi(t) \).

**Remark II:** Head movement data was recorded in conjunction with eye movement and for complete details we would refer to Glasauer et. al. [15] and Kremmyda et. al. [16]. Data was recorded from 7 subjects, aged 25 to 38 years with no known neurological or orthopedic disorders. For 3D eye movement recordings, a dual search coil was used on the left eye (Skalar, Delft, The Netherlands) and for the 3D head movements, two coils mounted on a head ring at 90 degrees angle between them was used. Both head and eye coil measured absolute position in space. Therefore, when the head was allowed to move, the eye coil recorded gaze (combined eye and head) movements. The subjects were seated in complete darkness inside a magnetic field and were instructed to follow a laser dot. Subjects had to follow the target with a combination of natural eye and head movements. The laser dot jumped randomly between the center and eight peripheral positions, so that each final position is reached from a different initial position. Head and Eye movement data from one subject, whose Donders’ surface is sketched in Fig. 1, is analyzed further in this paper.

While this subject performs multiple tracking manoeuvres along 8 different directions, we display in Table I the extent to which Listing’s and Donders’ laws are satisfied when the subject has acquired the target and the eye and the head have come to rest. Similar calculations have been repeated for other six subjects as well. The point of this remark is that the Donders’ and Listing’s constraints are closely supported by observed data.

### III. HEAD/EYE MOVEMENT DYNAMICS

The head and eye movement trajectories are simulated using an appropriate Lagrangian formulation, the main ideas of which are already sketched in [10], [11]. We rewrite the main steps using coordinates \((\theta, \phi, \alpha)\) from section II.

Let \( q(\theta, \phi, \alpha) \) be a parametrization of the manifold \( S^3 \).
We define Riemannian metric on $S^3$ given by
\[
G = \begin{pmatrix}
q_0 q_0 & q_0 q_\phi & q_0 q_\alpha \\
q_0 q_\phi & q_\phi q_\phi & q_\phi q_\alpha \\
q_0 q_\alpha & q_\phi q_\alpha & q_\alpha q_\alpha
\end{pmatrix},
\]
where $q_\gamma = \frac{\partial q}{\partial \gamma}$ and ‘dot’ in (8) is the vector dot product. Let us define $X = (\theta, \phi, \alpha)^T$ to be the vector of angle variables. As in [11], we would define the Kinetic Energy\(^4\) $KE$ as
\[
KE = \frac{1}{2} X^T G \dot{X}.
\]
If the potential energy is represented by $V$, the Lagrangian of the head movement system can be written as
\[
L = KE - V.
\]
The equation of motion on the Donders’ surface, using the Euler Lagrange equation can now be described as
\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{\gamma}} - \frac{\partial L}{\partial \gamma} = \tau_\gamma
\]
where $\gamma$ can be the angle variable $\theta$, $\phi$ or $\alpha$ and where $\tau_\gamma$ is the generalized torque input (to be viewed as the control input) to the system. The resulting equations of motion can be expressed as\(^5\)
\[
G \ddot{X} + \dot{G} \dot{X} - \frac{1}{2} \lambda^T \nabla_X G \dot{X} + \nabla_X V = \Gamma
\]
where $\Gamma = (\tau_\theta \quad \tau_\phi \quad \tau_\alpha)^T$ and where $\nabla_X$ is the gradient operator with respect to $X$ defined as
\[
\nabla_X = \begin{pmatrix}
\frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} & \frac{\partial}{\partial \alpha}
\end{pmatrix}.
\]
Remark III: In this paper, the potential energy term $V$ is assumed to be identically zero. It would follow that the head and the eye are not potentially driven but instead, as we see in the next section, driven by an optimal control.

IV. Tracking and Optimal Rotation of Human Head and Eye

When a target is visible, the head controller decides on rotating the head towards the target. In this paper we assume that the final orientation of the head is known, both to the head and the eye controller. We use different strategy to compute the actual path the head takes to reach the final orientation.

A. Head Tracking an observed head movement while eye acquires a target

We consider a cost function given by
\[
J = \int_0^1 \frac{\alpha}{2} \Gamma^T \Gamma + \frac{\beta}{2} C^T C + p^T (F - \dot{X}) + \lambda^T D + \frac{1}{2} \lambda^T \dot{\lambda} dt.
\]
Fig. 5: Blue: Angle between the eye quaternion and the target represented as a quaternion. Red: Angle between the eye direction and the target direction.

Using this notation, we write
\[
J = \int_0^1 \left[ H - p^T \dot{X} + \frac{1}{2} \dot{\lambda}^T \dot{\lambda} \right] dt.
\]

\(^4\) The head is assumed to be a perfect sphere with mass distributed uniformly. The rotation is assumed to be about the center of the sphere. In this case, the usual definition of $KE = \frac{1}{2} J \omega^2$, documented in Physics (see [17]), differs from the definition (9) by a constant scale factor, where $\omega$ is the angular velocity vector and $J$ is the diagonal moment of inertia matrix. The parameter $J$ for eye and head are chosen to be different.

\(^5\) Using Tait Bryan Parametrization [14], the projection was achieved by adjusting $\phi_3$ while keeping $\phi_1$ and $\phi_2$ unchanged. This amounted to rotating the head keeping the ‘heading’ direction fixed.
set of Hamilton’s equations.

\[
\begin{align*}
\dot{X} &= \frac{\partial H}{\partial p} = F; \quad \dot{p} = \frac{\partial H}{\partial X} - \frac{d}{dt} \left( \frac{\partial H}{\partial \dot{X}} \right) \\
\lambda &= \varepsilon^{-1} \frac{\partial H}{\partial \alpha}; \quad \Gamma = -\frac{1}{\alpha} G^{-1} p,
\end{align*}
\]

where the optimal control \( \Gamma \) is obtained by setting \( \frac{\partial H}{\partial \alpha} = 0 \).

**B. Head moving along an optimal trajectory while eye acquires a target**

In this case, the head is not required to follow a measured trajectory but is constrained by an initial and final value of the state. The cost function, we consider is given by (14) where we assume that the term that involves \( \beta \) is absent, i.e., choose \( \beta = 0 \). Likewise, the Hamiltonian is given by (15), where we assume \( \beta = 0 \). Using variational principle, we write down equations given by (17) including the optimal control \( \Gamma \) obtained as before. The parameter \( \alpha \) is chosen as 2.

**C. Eye moving along a trajectory**

In order to compensate for the head movement, the eye has to follow the trajectory already described in Remark I. In order to compute the tracking controller, we would consider (17), where the term \( A(t) \) has to be adjusted in defining the Hamiltonian \( H \) in (15). The parameters are chosen as \( \alpha = 2 \) and \( \beta = 1,000 \). Since the intermediate points of the eye trajectory does not satisfy a constraint in \( \text{SO}(3) \), the term \( \lambda^2 D \) in (14) is absent. It would follow that the Hamilton’s equation would be given by

\[
\begin{align*}
\dot{X} &= \frac{\partial H}{\partial p} = F; \quad \dot{p} = \frac{\partial H}{\partial X} - \frac{d}{dt} \left( \frac{\partial H}{\partial \dot{X}} \right) \\
\Gamma &= -\frac{1}{\alpha} G^{-1} p,
\end{align*}
\]

where \( \Gamma \) is the optimal control.

**V. RESULTS AND DISCUSSIONS**

Rotational Dynamics of the head and the eye are both described by an equation of the form (12), already introduced in [14]. In this paper, we assume that the potential energy term \( V \) is absent and that the eye and head differ in their respective moment of inertas, by a scale factor. Head movements are assumed to satisfy Donders’ constraint (7), throughout its trajectory. All results in this section are stated with respect to one specific healthy human subject. The associated Donders’ surface for this subject, shown in Fig. 1, has already been derived in [14].

Head movement trajectories are displayed in Fig. 3 in three ways. The orientation of the head is represented using a unit quaternion (as described in (3)). The unit quaternion, represented as \( [q_0, q_1, q_2, q_3]^T \), has coordinates described by \( \bar{q}_i = \frac{q_i}{q_0} \) for \( i = 1, 2, 3 \). In Figs. 3c, 3d, head trajectories are plotted using the three scaled coordinates. Since the head orientations, satisfy Donders’ constraint (7) at all times, one can eliminate one of the three coordinates and plot the head trajectories on a plane using coordinates \( (q_1, q_2) \). This has been displayed in Figs. 3a, 3b.

We now describe the three ways, head trajectories have been displayed in Fig. 3. The blue trajectories are the actual trajectories measured from the human subject. The red trajectories, on the other hand are simulated trajectories. The simulation is carried out two ways. In the first method, we have considered a cost function (14) that puts a heavy weight on the tracking error. The goal is to track the actual trajectory as closely as possible. In Fig. 3b, we see that the tracking error is virtually absent, whereas the three dimensional plot in Fig. 3d shows that the tracking error is introduced because the actual trajectory does not precisely satisfy the Donders’ constraint. In the second method, we have considered the same cost function (14), while we set the parameter \( \beta = 0 \). The goal is to construct an optimal trajectory that joins the initial and the final points on the state space. Simulation results are displayed in Figs. 3a and 3c. Note that, for each of the two cases, the head trajectories are simulated by solving the Hamilton’s equation (17) assuming a suitable boundary condition on the state variable.

We now move on to the problem of simulating the eye movement trajectories. Note that the eye movements are simulated as a tracking problem, where the final orientation of the eye is computable from the final orientation of the head and the fact that the final eye orientation satisfies Listing’s constraint (5) with respect to the final head orientation. The final orientation of the eye is used to compute a tracking signal \( \xi(t) \) (described in Remark I), for the eye to track. Note that when the eye track \( \xi(t) \) perfectly, the head eye pair remains fixated on the stationary target, with a specific orientation that does not change in time. Hence image of the target is invariant on the retina.

Once the tracking signal \( \xi(t) \) is computed, the tracking strategy is similar to the head tracking problem, except that the eye is not constrained on \( \text{SO}(3) \). We obtain Hamilton’s equation of the form (18), which we solve subject to a suitable boundary condition. The results are displayed in Fig. 4, where the dotted trajectory is the tracking signal \( \xi(t) \). In the subfigure 4a, the tracking signal \( \xi(t) \) is computed by assuming that the head tracks the measured head trajectory of the human subject. In the subfigure 4b, the head follows the optimal trajectory subject to the boundary conditions. In Fig. 4, we did not use the scaled coordinates of the unit quaternion (see Fig. 3). Instead, a new Tait Bryan coordinates (see [14]) has been used. The two plots in Figs. 4a and 4b are similar, indicating that the actual head movement strategy is perhaps less important for the eye to acquire and stabilize a target on its retina.

The head and the eye movement trajectories are plotted on the gaze space (heading direction for the head) in Fig. 2. The figure has been separated between three subspace considered in this paper. They are the actual and the simulated trajectories of the Head/Eye, assuming that the head either tracks...
a given signal or moves optimally satisfying a boundary condition. In each of the three subfigures in Figs. 2a, 2b and 2c, the eye movement trajectories are displayed with respect to the moving head coordinate system and the fixed global coordinate attached to the torso. The point of the two eye movement plots is to show that, in the head coordinate, the eye moves rapidly forward to acquire a target and then it has to move backward to compensate for the forward movement of the head. On the other hand, with respect to the fixed coordinate, eye orientation does not change appreciably once a target is acquired.

To display how good the eye is able to stabilize the image for the two simulated eye trajectories, we compute the angular error between the ‘eye orientation’, (represented as a unit quaternion vector) and the target orientation (represented as a unit quaternion using the final orientation of the eye). This error plot is displayed in Fig. 5 using ‘blue’. We also compute the angular error between the ‘eye gaze direction’ and the ‘target direction’ and display the error plot in Fig. 5 using ‘red’. The plots show that from the point of view of ‘orientation’ and ‘gaze direction’, the image is stabilized as soon as it is captured and this conclusion does not change if the head movement strategy is altered (evident from comparing the plots in Figs. 5a and 5b).

VI. CONCLUSION

Using dynamical systems and optimal control, in this paper we study the extent to which an eye controller is able to stabilize a target in spite of a possible head movement. Control systems for the eye and the head are derived using Lagrangian mechanics for a rigid sphere undergoing rotation. The eye and the head are assumed to rotate about their center and in this paper, the two centers are assumed to be the same. Target stabilization is achieved by making the eye follow a tracking signal. In order to compute the eye tracking signal, the final orientation of the head is required to be known and available to the eye controller. It is unclear how this orientation is computed.

For both, eye and head, the tracking control is synthesized by optimizing a cost function that has a ‘tracking error term’ to be minimized. We also consider a case when the head movements are constrained by boundary values. Although detailed quantitative results are not reported in this paper, we do show that the general qualitative solution to the head/eye coordination problem, from the point of view of acquiring and stabilizing a target, is independent of the strategy as to how the head is being moved.

In this paper, we have considered one subject undergoing one specific target acquisition. Future study will include multiple subjects trying to gaze at multiple targets.