Chapter Twelve
Robust Performance

However, by building an amplifier whose gain is deliberately made, sayedibels higher
than necessary (10000 fold excess on energy basis), and then féeeliogtput back on the
input in such a way as to throw away that excess gain, it has been foussibpoto effect
extraordinary improvement in constancy of amplification and freedom fron-linearity.

Harold S. Black, “Stabilized Feedback Amplifiers”, 1934 [Bla34].

This chapter focuses on the analysis of robustness of fekdlyatems, a large
topic for which we provide only an introduction to some of &®/ concepts. We
consider the stability and performance of systems whoseegsodynamics are
uncertain and derive fundamental limits for robust stabaind performance. To
do this we develop ways to describe uncertainty, both in tmenfof parameter
variations and in the form of neglected dynamics. We alseflyrmention some
methods for designing controllers to achieve robust paréorce.

12.1 MODELING UNCERTAINTY

Harold Black’s quote above illustrates that one the key o$ésedback is to pro-
vide robustness to uncertainty (“consistency of amplifad@. It is one of the
most useful properties of feedback and is what makes it plesg design feed-
back systems based on strongly simplified models.

One form of uncertainty in dynamical systems is that the patars describ-
ing the system are unknown, parametric uncertainty A typical example is the
variation of the mass of a car, which changes with the numbpassengers and
the weight of the baggage. When linearizing a nonlineaesysthe parameters of
the linearized model also depend on the operating condittds straightforward
to investigate effects of parametric uncertainty simplyewaluating the perfor-
mance criteria for a range of parameters. Such a calculatibrlivectly reveal
the consequences of parameter variations. We illustratesoyiple example.

Example 12.1 Cruise control

The cruise control problem was described in Section 3.1 and arRidller was
designed in Example 10.3. To investigate the effect of patamaeriations we
will choose a controller designed for a nominal operatingdititon correspond-
ing to massm = 1600, fourth geard = 12) and speed, = 25 m/s; the con-
troller gains arek = 0.72 andk; = 0.18. Figure 12.1a shows the velocityand
the throttleu when encountering a hill with a°3slope with masses in the range
1600< m< 2000, gear ratios 3 to B1(= 10, 12 and 16) and velocity 1:0v < 40
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Figure 12.1: Responses of the cruise control system to a slope increase (f§ and

the eigenvalues of the closed loop system (right). Model parametessvapg over a wide
range.

m/s. The simulations were done using models that were linedraround the
different operating conditions. The figure shows that theeevariations in the
response but that they are quite reasonable. The largegityedoror is in the
range of 0.2 to 0.6 m/s, and the settling time is about 15 s. ©h&d signal is
marginally larger than 1 in some cases which implies thatthfwtle is fully open.
A full nonlinear simulation using a controller with windupagtection is required if
we want to explore these cases in more detail. Figure 12.Misstine eigenvalues
of the closed loop system for the different operating coodg. The figure shows
that the closed loop system is well damped in all cases. O

This example indicates that at least as far as parametriatiars are con-
cerned, the design based on a simple nominal model will gitisfactory control.
The example also indicates that a controller with fixed parareatan be used in
all cases. Notice however that we have not considered dpg@inditions in low
gear and at low speed but cruise controllers are not use@ge ttases.

Unmodeled Dynamics

It is generally easy to investigate the effects of paramefariations. However,
there are other uncertainties that also are important, suslied at the end of
Section 2.3. The simple model of the cruise control system oaftures the
dynamics of the forward motion of the vehicle and the torgharacteristics of
the engine and transmission. It does not, for example, dechi detailed model
of the engine dynamics (whose combustion processes amedir complex) nor
the slight delays that can occur in modern electronicadigtmlled engines (due
to the processing time of the embedded computers). Theseatedimechanisms
are calledunmodeled dynamics

Unmodeled dynamics can be accounted for by developing a camrelex
model. Such models are commonly used for controller devedopiout substan-
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Figure 12.2: Unmodeled dynamics in linear systems. Uncertainty can be represesited u
additive perturbations (left), multiplicative perturbations (middle) or Bestk perturbations
(right). The nominal system B andAP represents the unmodeled dynamics.

tial effort is required to develop the models. An alternaiis to investigate if the
closed loop system is sensitive to generic forms of unmadéymamics. The ba-
sic idea is to describe the “unmodeled” dynamics by inclgdirtransfer function

in the system description whose frequency response is lealibdt otherwise un-
specified. For example, we might model the engine dynamidseicituise control

example as a system that quickly provides the torque thatgeasted through
the throttle, giving a small deviation from the simplified nebdwhich assumed
the torque response was instantaneous. This techniquesmbealused in many
instances to model parameter variations, allowing a quteegal approach to un-
certainty management.

In particular we wish to explore if additional linear dynasimay cause dif-
ficulties. A simple way is to assume that the transfer functibthe process is
P(s) + AP(s) whereP(s) is the nominal simplified transfer function addP(s)
represents the unmodeled dynamics. This case is cadlditive uncertaintyFig-
ure 12.2 shows some other cases to represent uncertaiédmear system.

When are Two Systems Similar? @

A fundamental issue in describing robustness is to determinen two systems
are close. Given such a characterization, we can then attendescribe robust-
ness according to how close the actual system must be to tdelnmorder to
still achieve the desired levels of performance. This segiyiimnocent problem
is not as simple as it may appear. A naive idea is to say thatsijgtems are
close if their open loop responses are close. Even if thissapp®tural, there are
complications, as illustrated by the following examples.

Example 12.2 Similar in open loop but large differencesin closed loop
The systems with the transfer functions

100 100
i1 T GrnETroe

have very similar open loop responses for small valueg,ds illustrated in the
top left corner of Figure 12.3a, wheile= 0.025. The differences between the
step responses are barely noticeable in the figure. The stepnisss with unit
gain error feedback are shown in the bottom left figure. Natizg one closed
loop system is stable and the other one is unstable. O

Pi(s)
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Figure 12.3: Determining when two systems are close. The plots on the left show the open
and closed loop responses for two processes that have nearly ilstgfreesponses in open
loop, but are very different in closed loop. The system on the rightvshibe opposite: the
systems are different in open loop, but similar in closed loop.

Example 12.3 Different in open loop but similar in closed loop
Consider the systems

100 100
1(5):a, (S)ZQ-

The open loop responses are very different becRugestable andP is unstable,
as shown in the top right plot in Figure 12.3. Closing a fee@daop with unit
gain around the systems we find that the closed loop trangfetifuns are

100 (g — 100
“s+101 27 s5+99

Tu(s)
which are very close as is also shown in Figure 12.3b. O

These examples show that if our goal is to close a feedbackitaopy be
misleading to compare the open loop responses of the systespired by these
examples we will introduce a distance measure that is mgyeoppate for closed
loop operation. Consider two systems with the rationalgf@nfunctions

_ p(s)

—_ nl(S) and PZ(S) _ m’

- dl(S)

Py ( S)

wheren; (s), nx(s), di(s) anddy(s) are polynomials. Let

p(s) = di(S)n2(—s) — nu(s)d2(—5)
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Figure 12.4: Geometric interpretation of the distandé;, P,) between two transfer func-
tions. At each frequency, the points on the Nyquist curvePfoandP, are projected onto
a unit sphere of radius 1 sitting at the origin of the complex plane. The distagtween
the two systems is defined as the maximum distance between the RoiatslR, over all
frequencies.

and define thehordal distancédetween the transfer functions as

sup |P1('iw) —Po(iw)| , if p(s) has no RHP zeros
dy(P,P2) = ¢ @ /(1+[Pu(iw)?)(1+ [Pa(iw)[?)
1 otherwise.

(12.1)
The distance has a nice geometric interpretation, as showigime 12.4, where
the Nyquist plots oP, andP; are projected on the Riemann sphere. The Riemann
sphere is located above the complex plane. It has diametad ltssouth pole
is at the origin of the complex plane. Points in the complex@lare projected
onto the sphere by a line through the point and the north gaggife 12.4). The
distanced, (P1, P,) is simply the shortest chordal distance between the pioject
of the Nyquist curves. The distancly(P;,P,) is similar to |P, — P| when the
transfer functions are small, but very different wHeq| and |P,| are large. It is
also related to the behavior of the systems under unit fexxcimmwill be discussed
in Section 12.5. Since the diameter of the Riemann sphereti$allows that the
distance is never larger than 1.

The Vinnicombe metrior thev-gap metric(12.1) was introduced in [Vin01]
and is a natural tool to compare the behavior of two systendemclosed loop
feedback. Vinnicombe also gave strong robustness readedkon the metric. We
illustrate by computing the metric for the systems in thevjones examples.

Example 12.4 Vinnicombe metric for Examples 12.2 and 12.3
For the systems in Example 12.2 we have

ni(s) =ny(s) =100,  di(s)=s+1,  da(s) = (s+1)(sT+1)?
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and hence
p(s) = di(S)n2(—s) — 1 (s)da(—s) = 100s(ST? + T +2).

This polynomial has no roots in the open right half plane anccare proceed to
compute the norm (12.1) numerically, which foe= 0.025 gived(Py, P,) = 0.98,
a quite large value. To have a reasonable robustness thiedinbe recommended
values less than 1/3.

For the system in Example 12.3 we have

ni(s) = nz(s) = 100 di(s) =s+1, do(s) =s—1
and
p(s) = da(s)N2(—s) — ny(s)dx(—S) = 100(s+ 1 — (—s+1)) = 200s,

This polynomial has no roots in the open right half plane anccare proceed to
compute the norm (12.1) numerically, givitjP;,P,) = 0.02, which is a very
small value. This explains why both systems can be contrelleitiby the same
controller. O

12.2 STABILITY IN THE PRESENCE OF UNCERTAINTY

Having discussed how to describe robustness, we now cartsideroblem of

robust stability: when can we show that the stability of atesysis robust with

respect to process variations? This is an important quesitnme the potential for
instability is one of the main drawbacks of feedback. Heneavant to ensure that
even if we have small inaccuracies in our model, we can sidirgntee stability
and performance.

Robust Stability Using Nyquist’s Criterion

The Nyquist criterion provides a powerful and elegant wayttwg the effects
of uncertainty for linear systems. A simple criterion isttttee Nyquist curve is
sufficiently far from the critical point-1. Recall that the shortest distance from
the Nyquist curve to the critical point &, = 1/Ms whereMs is the maximum
of the sensitivity function andy, the stability margin introduced in Section 9.3.
The maximum sensitivitys or the stability margirs;, is thus a good robustness
measure, as illustrated in Figure 12.5a.

We will now derive explicit conditions for permissible pess uncertainties.
Consider a stable feedback system with a pro¢essid a controllelC. If the
process is changed fromto P+ AP, the loop transfer function changes fré?@
to PC+ CAP, as illustrated in Figure 12.5b. If we have a bound on the size o
AP (represented by the dashed circle in the figure), then thersystmains stable
as long as the process variations never overlap-thg@oint, since this leaves the
number of encirclements efl unchanged.
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Figure 12.5: Robust stability using the Nyquist criterion. The left figure shows that ke d
tance to the critical point/Ms is a robustness measure. The right figure shows the Nyquist
curve of a nominal loop transfer function and its uncertainty causeddditize process
variationsAP.

Some additional assumptions are required for the analydislth Most im-
portantly, we require that the process perturbati@Rsbe stable so that we do
not introduce any new right half plane poles that would regjaidditional encir-
clements in the Nyquist criterion. Also, we note that thiadition is conservative:
it allows for any perturbation that satisfies the given boumdsle in practice we
may have more information about possible perturbations.

We now compute an analytical bound on the allowable procestsrdances.
The distance from the critical poirtl to the loop transfer functioh is |1+ L]|.
This means that the perturbed Nyquist curve will not reachctitecal point —1

provided that
|CAP| < |1+4L],

which implies

1+ PC’ ‘E - i
P T
This condition must be valid for all points on the Nyquist airize pointwise
for all frequencies. The condition for robust stability caog be written as
AP(iw) ) - 1
P(iw) IT(iw)]
This condition allows us to reason about uncertainty withexact knowledge of
the process perturbations. Namely, we can verify stalfitityany uncertaintyAP
that satisfies the given bound. From an analysis perspedtigagives us a measure
of the robustness for a given design. Conversely, if we reguibustness of a
given level, we can attempt to choose our contrdllesuch that the desired level
of robustness is available (by askifigto be small) in the appropriate frequency
bands.
The formula given by equation (12.3) is one of the reasons whgliack sys-
tems work so well in practice. The mathematical models usatesign control

AP| < \ (12.2)

forall w > 0. (12.3)
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Figure 12.6: Robustness for a cruise controller. The left figure shows the maxirelative
error (1/|T|, dot-dashed) and absolute errd®|(|T|, solid) for the process uncertainiyP.
The Nyquist curve is shown in the right figure, as a solid line. The dashelks show
permissible perturbations in the process dynaniisi3, = |P|/|T|, at the frequencies = 0,
0.0142 and 0.05.

system are often strongly simplified. There may be model eandsthe proper-
ties of a process may change during operation. Equation)(I@@ies that the
closed loop system will at least be stable for substantightians in the process
dynamics.

It follows from equation (12.3) that the variations can beyéafor those fre-
qguencies wher& is small and that smaller variations are allowed for frecues
whereT is large. A conservative estimate of permissible processtians that
will not cause instability is given by

AP(iw)‘ - 1
P(I(A)) M ’
whereM; is the largest value of the complementary sensitivity
PC
M; = sup|T (iw :H H . 12.4
t gp\ (iw)] 11 PClleo ( )

The value ofiV; is influenced by the design of the controller. For examples it i
shown in Exercise 12.1 that M; = 2 then pure gain variations of 50% or pure
phase variations of 30are permitted without making the closed loop system un-
stable.

Example 12.5 Cruise control
Consider the cruise control system discussed in SectiorifBd model of the car
in fourth gear at speed 25 m/s is

(s) = 1.38
~ s+0.0142
and the controller is a PI controller with gaiks= 0.72 andk; = 0.18. Fig-

ure 12.6 plots the allowable size of the process uncertaisiyg the bound in
equation (12.3). At low frequencie$,(0) = 1 and so the perturbations can be
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Figure 12.7: lllustration of robustness to process perturbations. A system with additive
uncertainty (left) can be manipulated via block diagram algebra (centisglade the uncer-
tainty in a manner that allows application of the small gain theorem (right)

as large as the original procesAR/P| < 1). The complementary sensitivity has
its maximumM; = 1.14 atwn; = 0.35 and hence this gives the minimum allow-
able process uncertainty, withP/P| < 0.87 or |AP| < 3.47. Finally, at high
frequenciesl — 0 and hence the relative error can get very large. For example
atw =5 we haveT (iw)| = 0.195 which means that the stability requirement is
|AP/P| < 5.1. The analysis clearly indicates that the system has goagstodss
and that the high frequency properties of the transmissistem are not important
for the design of the cruise controller.

Another illustration of the robustness of the system is wgjivethe right dia-
gram of Figure 12.6, which shows the Nyquist curve of the fierfsinction of the
process and the uncertainty boud3= |P|/|T| for a few frequencies. Note that
the controller can tolerate large amounts of uncertaintysifl maintain stability
of the closed loop. O

The situation illustrated in the previous example is typ@amnany processes:
moderately small uncertainties are only required aroumdgin crossover fre-
guencies, but large uncertainties can be permitted at hagteklower frequencies.
A consequence of this is that a simple model that descriteepribcess dynamics
well around the crossover frequency is often sufficient f@igle Systems with
many resonance peaks are an exception to this rule becaupeatess transfer
function for such systems may have large gains also for hiffleguencies, as
shown for instance in Example 9.9.

Notice that the results we have given can be conservativéerfteg to Fig-
ure 12.5, the critical perturbations, which were the basmi®tr analysis, are in the
direction towards the critical point. It is possible to hawech larger perturbations
in the opposite direction.

The robustness result given by equation (12.3) can be givethaninterpre-
tation by using the small gain theorem, Theorem 9.4 on page Z84pply the
theorem we start with block diagrams of a closed loop systetim avperturbed
process and we make a sequence of transformations of thle dilagram which
isolates the block which represents the uncertainty, assho Figure 12.7. The
result is the two-block interconnection shown in Figure t2vhich has the loop
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Table 12.1: Conditions for robust stability for different types of uncertainty.

Process Type Robust Stability
P+ AP Additive |ICAP||,, < 1
P(1+AP) Multiplicative  ||SAPj < 1
P/(1+AP-P) Feedback  [|[PSAP|» <1

transfer function
ansteriunctio PC AP_TAP

~1+PC P P’

Equation (12.3) implies that the largest loop gain is less thr@e and hence the
systems is stable via the small gain theorem.

The small gain theorem can be used to check robust stabitityrfcertainty in
a variety of other situations. Table 12.1 summarizes a feth@fcommon cases;
the proofs (all via the small gain theorem) are left as esexti

The following example illustrates that it is possible to dessystems that are
robust to parameter variations.

Example 12.6 Bode's loop transfer function

A major problem in design of electronic amplifiers was to abtaiclosed loop
system that was insensitive to changes in the gain of théreféc components.
Bode found that the loop transfer functituis) = ks, with —5/3 < n < —1 was
an ideal loop transfer function. Figure 12.8a shows that tbdeBand Nyquist
plots of the loop transfer function. Notice that the gainveus a straight line with
slopen and that the phase is constafit(iw) = nrr/2. The phase margin is thus
constantpy, = —sin—*(n7r/2) for all values of controller gaik. The Nyquist curve
is a straight line from the origin. The transfer function cainbe realized with
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Figure 12.8: Bode’s ideal loop transfer function. Bode and Nyquist plots are shiown
Bode’s ideal loop transfer functidn(s) = ks', for k=1 andn=5/3.
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physical components, but it can be approximated over a diregnency range with

a rational function that can be implemented. An operati@naplifier circuit that
has the approximate transfer functi@ts) = k/(s+ a) is a realization of Bode’s
ideal transfer function witm = 1, as described in Example 8.3. Designers of
operational amplifiers make great effort to make the appration valid over a
wide frequency range. O

Youla Parameterization @

Since stability is such an essential property it is usefulttaracterize all con-
trollers that will stabilize a given process. Consider dk@rocess with a rational
transfer functiorP. A system with the complementary sensitivity functibrcan
be obtained by feedforward control with the stable tran&fectionQ if

T=PQ (12.5)

Notice thatT must have the same right half plane zerodPasinceQ is stable.
Now assume that we want to obtain the complementary trafisfetion T by
using unit feedback with the controll€: SinceT = PC/(1+ PC) = PQwe find
that the controller transfer function is

Q

C= 1 0P (12.6)
A straightforward calculation gives
1 P C PC
irpc 1" 1rpe TPt Tyee =@ 1eeTT

which are all stable. It can be shown that all stabilizingtoaliers for a stable
processP(s) are given by equation (12.6) for some staQigs). Equation (12.6)
is called aYoula parameterizatianit characterizes all controllers that stabilize a
stable process. The parameterization is illustrated by libekldiagrams in Fig-
ure 12.9a.

A similar characterization can be obtained for unstabléesys. Consider a
process with a rational transfer functi®s) = a(s)/b(s) wherea(s) andb(s) are
polynomials. By introducing a stable polynomék) we can write

als) A9
"&b "B’
whereA(s) = a(s)/c(s) andB(s) = b(s)/c(s) are stable rational functions. We
have

1 B ARy B P - BR -
1+PC0_AF0+BGO_S° 1+PC0_AF0+BG0_PS)
Co AGy cs PG BGo T

1+PC, AR+BGy 1+PC, AR+BGy
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Figure 12.9: Youla parameterization. Block diagrams of Youla parameterizations for a
stable system (left) and an unstable system (right). Notice that the sighaéro in steady
state.

SinceC is a stabilizing controller the functiofily + BGy must have all its zeros in
the left half plane. All stabilizing controllers are now givby

Go+ QA
C*FO—QB (12.7)
and we have
1  AR-QG P  BR—QB
1+PC  AR+BGy 1+PC  AR+BGy
C  AG+0QA? PC  AR+BG
1+PC  AR+BGy 1+PC AR+BGy’

Equation (12.7) reduces to equation (12.6)Fge 1 andGgy = 0. A block diagram
is shown in Figure 12.9b. Notice that the transfer functipappears affinely in
the expressions for the Gang of Four, which is very usefukifvant to determine
the transfer functiolQ to obtain specific properties.

12.3 PERFORMANCE IN THE PRESENCE OF UNCERTAINTY

So far we have investigated the risk for instability and rabess to process un-
certainty. We will now explore how responses to load disindes, measurement
noise and command signal following are influenced by procasations. To do
this we will analyze the system in Figure 12.10, which is ideitto the basic
feedback loop analyzed in Chapter 11.

Disturbance Attenuation

The sensitivity functiors gives a rough characterization of the effect of feedback
on disturbances as was discussed in Section 11.1. A moréedietaaracterization



12.3. PERFORMANCE IN THE PRESENCE OF UNCERTAINTY 357

Figure 12.10: Block diagram of a basic feedback loop. The external signals are the co
mand signat, the load disturbancd and the measurement noise The process output
is y and the control signal is. The proces$ may include unmodeled dynamics, such as
additive perturbations.

is given by the transfer function from load disturbancesrtxpss output:

P
Gyy=-———=PS
4= 1+ PC

Load disturbances typically have low frequencies and itésdfore important that
the transfer function is small for low frequencies. For @sges with constant low
frequency gain and a controller with integral action we h@yg~ s/k;. Integral
gaink; is thus a simple measure of attenuation of load disturbances

To find how the transfer functioGyq is influenced by small variations in the
process transfer function we wriktasP + AP and try to find the corresponding
AGyq. If the perturbations are sufficiently small, we can show that

P+aP P 4P
1+ (P+AP)C ~ 14+PC  1+PC

(12.8)

G
:PSHﬁP:Gw+7¥AR

where we have ignored terms that are quadratic and highlg®.itt follows that

dGyqg dP
—— =S 12.9
St (12.9

where we writed G anddP as a reminder that this expression holds for small vari-
ations. The response to load disturbances is thus insensitiprocess variations
for frequencies wher&(iw)| is small, i.e. for those frequencies where load dis-
turbances are important.

A drawback with feedback is that the controller feeds messent noise into
the system. In addition to the load disturbance rejectiois, thus also important
that the control actions generated by measurement noiseateo large. It fol-
lows from Figure 12.10 that the transfer functi@g, from measurement noise to
controller output is given by

C T

_ L 12.1
Gun 1+PC P (12.10)
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Since measurement noise typically has high frequenciesiahsfer functiorGyy
should not be too large for high frequencies. The loop trarfefection PC s typ-
ically small for high frequencies, which implies thag, ~ C for large s. To avoid
injecting too much measurement noise it is therefore ingmrthatC(s) is small
for larges. This property is called high frequency roll-off. An exammdfilter-
ing of the measured signal in a PID controller to reduce img@obf measurement
noise; see Section 10.5.

To find how the transfer functio®,, is influenced by small variations in the
process transfer function we expand equation (12.10) atairothe first order

variations, which gives 4G, dp
n
19 12.11
Gun P ( )

Note that this same expression can be also be obtained keyatiffation of equa-
tion (12.10):

dGn_d( C \__ C . -Gn
dP ~ dP\ 1+PC) (1+PC2~ P

Measurement noise typically has high frequencies. Sincedhglementary sen-

sitivity function is also small for high frequencies, we fitndit process uncertainty
has little influence on the transfer functi@, for frequencies where measure-
ments are important.

Command Signal Following

The transfer function from reference to output is given by
_ PCF
7 14pPC

which contains the complementary sensitivity function.sé& how variations in
P affect the performance of the system, we differentiate gegug12.12) with

respect to the process transfer function:
dG, CF  PCFC _ CF _ Gy
dP  14+PC (1+PC)2 (14+PC2 T~ P°

and it follows that

=TF, (12.12)

dG, dP
o = S5 (12.13)

The relative error in the closed loop transfer function thysads the product of the
sensitivity function and the relative error in the procebsparticular, it follows
from equation (12.13) that the relative error in the closmapltransfer function is
small when the sensitivity is small. This is one of the usefaperties of feedback.
As in the last section, there are some mathematical assomsptinat are re-
quired in order for the analysis presented here to hold. Asadly stated, we
require that the perturbatiodd® be small (as indicated by writingP). Secondly,
we require that the perturbations be stable, so that we dantroduce any new
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(b)

Figure 12.11: Op amp with uncertain dynamics. The op amp circuit (right) is modeled
using G(s) to capture its dynamic properties and includes a load at the output. The block
diagram (right) shows the input/output relationships. The load is repgessas a disturbance

d applied at the output db(s).

right half plane poles that would require additional eneimeents in the Nyquist
criterion. Also, as before this condition is conservatiiteallows for any pertur-
bation that satisfies the given bounds, while in practice #réupbations may be
more restricted.

Example 12.7 Op amp
To illustrate the use of these tools, consider the perfoomaf an op amp based
amplifier, as shown in Figure 12.11. We wish to analyze the padoce of the
amplifier in the presence of uncertainty in the dynamic respasf the op amp
and changes in the loading on the output. We model the syssamg the block
diagram in Figure 12.11b, which is based on the derivation eniple 9.1.
Consider first the effect of unknown dynamics for the operati@mplifier. If
we model the dynamics of the op amp as

Vour= G(8) (v —V_)
then transfer function for the overall circuit is given by

h o __ R G(s)
1T R G(S)+ Ry /Ry 41

We see that if5(s) is large over the desired frequency range, then the closgd lo
system is very close to the ideal respoRs¢R;. We can make this more explicit
by assuming thaB(s) has the form
b a— @nom
G(s) = —— — <0 Bmin < b < bmax
(s) sta o <o, min < 0 < Dmax
The terma is the bandwidth of the amplifier arids the bandwidth product for the
amplifier as discussed in Example 8.3.
The sensitivity function and complementary sensitivitydtion for the nomi-
nal dynamics are given by

_ s+a B ab
~ st+a+tab - st+a+ab’
wherea = Ry/R;. The sensitivity function around the nominal values tell ag’h
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the tracking response response varies as a function of g @egturbations:

dG, dP
Gyr _SF

We see that for low frequencies, whe3és small, variations in the bandwidth or
the gain-bandwidth product will have relatively little eét on the performance of
the amplifier (under the assumption thes sufficiently large.

To model the effects of unknown load, we consider the addia disturbance
at the output of the system, as shown in Figure 12.11b. Thigrbshce represents
changes in the output voltage to due loading effects. ThefieafunctionGyg =S
gives the response of the output to the load disturbance arsge/that iSis small
then we are able to reject such disturbances. The sensiiMiyy to perturbations
in the process dynamics can be computed by taking the degvat Gyy with
respect td>:

ded_ —C —IG ded—Tdi)
dP ~ (1+PCZ p M Ga P’

Thus we see that the relative changes in the disturbanceiogjece roughly the
same as the process perturbations at low frequency (Wherapproximately 1)
and drop off at higher frequencies. However, it is importarmemember thabGyq
itself is small at low frequency, and so these variationglative performance may
not be an issue in many applications. O

12.4 ROBUST POLE PLACEMENT

In Chapters 6 and 7 we saw how to design controllers by settingocations
of the eigenvalues of the closed loop system. If we analyegdhlulting system
in the frequency domain, the closed loop eigenvalues qooresto the poles of
the closed loop transfer function and hence these methedsftan referred to as
design by “pole placement”.

The design methods we used in the state space, as with mangdaetavel-
oped for control system design, did not explicitly take reiiess into account.
In such cases it is essential to always investigate the toéss because there are
seemingly reasonable designs that give controllers witht pabustness. We illus-
trate this by analyzing controllers designed by state faekiland observers. The
closed loop poles can be assigned to arbitrary locatiohgifystem is observable
and reachable. However if we want to have a robust closeddgsigm, the poles
and zeros of the process impose severe restrictions on ¢hédo of the closed
loop poles. Some examples are first given; based on analy$iesd examples we
then describe design rules for robust pole placement.
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Figure 12.12: Observer-based control of steering. The Nyquist plot (left) andeBadt

(right) of the loop transfer function for vehicle steering with a controllesduhon state
feedback and an observer. The controller provides stable operhtibwjth very low gain

and phase margin.

Slow Stable Zeros

We will first explore the effects of slow stable zeros, and wgime&vith a simple
example.

Example 12.8 Vehicle steering
Consider the linearized model for vehicle steering in Exan@6, which has the

transfer function
0.55+1

P(S) = 2

A controller based on an observer and state feedback withbltsed loop poles
given byw, =1, {c =0.707,w, = 2 and{, = 0.707 was designed in Example 7.3.
Assume that we want a faster closed loop system and chinos€el0, (. = 0.707,
wy, = 20 and{, = 2. A pole placement design gives state feedback kgain 100
and k, = —35.86 and observer gainlg = 28.28 andl, = 400. The controller

transfer function is
C(s) = —11516+ 40000
- P +4245+66579°

Figure 12.12 shows Nyquist and Bode plots of the loop trarfsfiection. The
Nyquist plot indicates that the robustness is poor sincéoiyetransfer function is
very close to the critical point-1. The phase margin is only 7This also shows
up in the Bode plot where the gain curve hovers around theevaland the phase
curve is close to 180for a wide frequency range.

More insight is obtained by analyzing the sensitivity fuoans, shown by full
lines in Figure 12.13. The maximum sensitivities &e= 13 andM; = 12, indi-
cating that the system has poor robustness.

At first sight it is surprising that a controller where the noalisystem has well
damped poles and zeros is so sensitive to process variatMaiave an indication
that something is unusual because the controller has azeB9 in the right half
plane. To understand what happens we will investigate tagorefor the peaks of
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Figure 12.13: Sensitivity functions for observer-based control of vehicle steefihg.com-
plementary sensitivity function (left) and sensitivity function (right) for tréginal con-
troller with ax. = 10, {c = 0.707, wp = 20, {, = 0.707 (solid) and the improved controller
with we = 10, {c = 2.6 (dashed).

the sensitivity functions.
Let the transfer functions of the process and the controdler b

el 9
A RCR R xe)

wherenp(s), n¢(s), dp(s) anddc(s) are the numerator and denominator polynomi-
als. The complementary sensitivity function is

~ PC Np(S)ne(s)
T 1+PC T d(9)de(9) + Np(S)p(9)

T(s) is 1 for low frequency and starts to increase at its first zetoichvis the
process zero a& = 2. It increases further at the controller zerosat 3.9 and
it does not start to decrease until the closed loop polesapas. = 10 and
w, = 20. We can thus conclude that there will be a peak in the camgieary
sensitivity function. The magnitude of the peak depends errdtio of the zeros
and the poles of the transfer function.

The peak of the complementary sensitivity function can bédaebby assign-
ing a closed loop zero close to the slow process zero. We daipvacthis by
choosingw, = 10 and{; = 2.6 which gives the closed loop polesst —2 and
s= —50. The controller transfer function then becomes

Clg) = 362840000 s+11.02
~ 2+ 80.285+ 15656 (s+2)(s+78.28)

The sensitivity functions are shown in dashed lines in Fig@2ré3. The controller
gives the maximum sensitivitidds = 1.34 andM; = 1.41, which gives much better
robustness. Notice that the controller has a polg-at—2 that cancels the slow
process zero. The design can also be done simply by canchingjdw, stable
process zero and designing the system for the simplifiedrayste O

T(s)

= 3628

One lesson from the example is that it is necessary to chdosedctloop poles
that are equal to or close to slow, stable process zeroshantgsson is that slow,
unstable process zeros impose limitations on the achievadohdwidth, as was
already noted in Section 11.5.
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Fast Stable Process Poles

The next example shows the effect of fast stable poles.

Example 12.9 Fast system poles
Consider a PI controller for a first order system, where thegs®@nd the con-
troller have the transfer functions

P(S):s+ba C(s):k+§.
The loop transfer function is
and the closed loop characteristic polynomial is

s(s+a) +b(ks+ k) = &+ (a+bk)s+k;.
If we let the desired closed loop characteristic polynorb@l

(S+ P1)(s+ P2),
we find that the controller parameters are given by

_P1t+p2—a _ Pip2
k= 0 ki = b
The sensitivity functions are then
S(9) = s(s+a) T(s) = (P1+ P2 —@)s+ pap2

(s+p1)(s+ p2) (s+p1)(s+ p2)

Assume that the process pads much larger than the closed loop polasand

p2, say p1 < p2 < a. Notice that the proportional gain is negative and that the
controller has a zero in the right half planeaif> p; + p2, an indication that the
system has bad properties.

Next consider the sensitivity function, which is 1 for higleduencies. Mov-
ing from high to low frequencies we find that the sensitivitgreases at the pro-
cess poles= a. The sensitivity does not decrease until the closed loopsparie
reached, resulting in a large sensitivity peak that is agpratelya/p,. The mag-
nitude of the sensitivity function is shown in Figure 12.1d4de=b=1, p; = 0.05,
p2 = 0.2. Notice the high sensitivity peak. For comparison we hdse shown
the gain curve for the case when the closed loop poles arer fdsin the than
the process polepg = 5, p2 = 20). The problem with the poor robustness can be
avoided by choosing one closed loop pole equal to the prquassi.e. p, = a.
The controller gains then become

P _am
k=P =2

which means that the fast process pole is canceled by a dentzero. The loop
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Figure 12.14: Gain curves for Bode plots of the sensitivity functi@tor designs with
p1 < p2 < a(left) anda < p; < p2 (right). The full lines are the true sensitivities and the
dashed lines are the asymptotes

transfer function and the sensitivity functions are
bk s bk
L(s)=— S) = T(s) = .
(s) S ) S+ bk (s) s+ bk
The maximum sensitivities are less than 1 for all frequendistice that this is
possible because the process transfer function goes t@gsré. 0

Design Rules for Pole-Placement

Based on the insight gained from the examples it is now plestilobtain design
rules that give designs with good robustness. Considertpeession (12.8) for
the complementary sensitivity function, repeated here:

PC H
1+ PCllew’

Let wyc be the desired gain crossover frequency. Assume that tioegsdas ze-
ros that are slower thamy.. The complementary sensitivity function is 1 for low
frequencies and it increases for frequencies close to teeps zeros unless there
is a closed loop pole in the neighborhood. To avoid largeeshf the comple-
mentary sensitivity function we find that the closed loop egsshould have poles
close to or equal to the slow stable zeros. This means thatssée zeros should
be canceled by controller poles. Since unstable zeros caeraznceled, the pres-
ence of slow unstable zeros means that achievable gairogerssequency must
be smaller than the slowest unstable process zero.

Now consider process poles that are faster than the desiiecgssover fre-
quency. Consider the expression for the maximum of the ®ahsfunction.

Ms = suplS(ic)| = H 1+1PC

M; = sup T (iw)| = H
w

HOO

The sensitivity function is 1 for high frequencies. Movingtm high to low fre-
quencies the sensitivity function increases at the fastqe® poles. Large peaks
can result unless there are closed loop poles close to therasess poles. To
avoid large peaks in the sensitivity the closed loop systeoulsl have poles that
match the fast process poles. This means that the contrbbbeitdscancel the fast
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process poles by controller zeros. Since unstable mode®tharcanceled, the
presence of a fast unstable pole implies that the gain cves$@quency must be
sufficiently large.

To summarize, we obtain the following simple design rulewsktable pro-
cess zeros should be matched slow closed loop poles andébks process poles
should be matched by fast process poles. Slow unstable graeess and fast
unstable process poles impose severe limitations.

Example 12.10 Nanopositioner

A simple nanopositioner was explored in Example 9.9 whereag shown that
the system could be controlled using a an integrating ctbetrd’he performance
of the closed loop was poor, because the gain crossoverdneguwas limited to
2{pan(1—sy). In Exercise?? it was also shown that little could be gained by
adding proportional action. To obtain improved performeame will therefore
us a PID controller. For modest increases we will use the desilg derived in
Example 12.9 that fast stable process poles should be cdrimetontroller zeros.
The controller transfer function should thus be chosen as

: : 2
Cls) = kd52+:ps+k. _ 232+2§23+a
which giveskp, = 2k /a andkq = ki /a2.

Figure 12.15 shows the gain curves for the Gang of Four fortsydesigned
with ki = 0.5. A comparison with Figure 9.12 on page 279 shows that the-band
width is increased significantly fromyc = 0.01 to wyc = ki = 0.5. Since the
process pole is canceled the system will however still bg gensitive to load
disturbances with frequencies close to the resonant frexyuelhe gain curve of
CS(s) has a dip or a notch at the resonance frequency, which inpigshe con-
troller gain is very low for frequencies around the resorarihe gain curve also
shows that the system is very sensitive to high frequencgenorhe system will
likely be unusable because the gain goes to infinity for highuencies.

This can easily be remedied by modifying the controller to

ok £+ 2]s+a?
CO = s @rst+ET22)"

which has high-frequency roll-off. Selection of the consténof the filter is a
compromise between attenuation of high frequency measnenvise and ro-
bustness. A large value G% reduces effects of sensor noise significantly but it
also reduces the stability margin. A bit of experimentatising the Gang of Four
givesT; = 0.75 as a good compromise and the curves shown in full lines in Fig
ure 12.15. The curves f@Ss) shown that the effect of high-frequency roll-off
due to filtering is quite dramatic. Notice that the poor attimn of disturbances
with frequencies close to the resonance are not visibledrs#nsitivity function
because of the cancellation of poles and zeros.

The designs thus far have the drawback that load disturbavitefequencies
close to the resonance are not attenuated. We will now censidlesign that

(12.14)

(12.15)
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Figure 12.15: Nanopositioner control via cancellation of the fast process pole. Gaiesu
for the Gang of Four for PID control with second order filtering (12.4& shown in full
and the dashed lines show results for an ideal PID controller without filgétin.14).

that actively attenuates the poorly damped modes. We vaiit stith an ideal
PID controller where the design can be done analytically aedwilt add high
frequency roll-off. The loop transfer function obtainedwihis controller is

kg +kps+k
L(s) = s(s? +2las+a?)’ (12.16)
The closed loop system is of third order and its charactenistiynomial is
S+ (kga® +-2¢@)s* + (kp + 1)a’s+ kia?. (12.17)

A general third order polynomial can be parameterized as

(S+ o) (% + 2{ownS—+ w3) = S°+ (0o + 240) oS> + (14 200{0) WS+ Aoy
(12.18)
Parametersry and {p give the configuration of the poles and parametgttheir
magnitudes and therefore also the bandwidth of the system.
Identification of coefficients of equal powerssif equations (12.17) and (12.18)
gives the following equations for the controller parameter

kga? +2¢a= (g + 240)wp
a®(kp+1) = (14 2a0d0) wf (12.19)
a’ki = dowy.
To obtain a design with active damping it is necessary thattosed loop band-

width is at least as fast as the oscillatory modes. Adding fiigquency roll-off
the controller becomes

kg4 kps+k
&= irstr 22"

The valueT; = Tq/10=kqy/(10K) is a good value of the filtering time constant.

(12.20)
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Figure 12.16: Nanopositioner control using active damping. Gain curves for the Gang
Four for PID control using the controller (12.16). The controller higsh irequency roll-
off and has been designed to give active damping of the oscillatory . mode different
curves correspond to different choices of magnitudes of the podeameterized byy in
equation (12.16).

In Figure 12.16 we show the gain curves of the Gang of Four feigths with
{ =0.707,a0 = 2 anday = a, 2a and 4. The figure shows that the largest values
of the sensitivity function and the complementary senigjtifunction are small.
The gain curve folPSs) shows that load disturbances are now well attenuated
over the whole frequency range. The gain curveG&shows that large control
signals are required to provide active damping. The highesahiCS(iw) for high
frequencies also show that low noise sensors and actuaiibrewide range are
required. The largest gains f61Ss) are 60 , 262 and 1074 fap = a, 2a and 4
respectively. The high frequency gain of the controller imeseases dramatically
with the value ofwyp. A comparison of Figures 12.15 and 12.16 illustrates the
trade-offs between control action and disturbance attéuéor the designs with
cancellation of the fast process pole and active damping. O

12.5 DESIGN FOR ROBUST PERFORMANCE @

Control design is a rich problem where many factors have taken into account.
Typical requirements are that load disturbances shoultteewsmted, the controller
should only inject a moderate amount of measurement ndigeputput should
follow variations in the command signal well and the closmapl system should be
insensitive to process variations. For the system in FigRr&Qithese requirements
can be captured by specifications on the sensitivity funst®and T and the
transfer functions,q, Gyn, Gyr andGy;. Notice that it is necessary to consider
at least six transfer functions, as discussed Section 11.&. r@duirements are
mutually conflicting and it is necessary to make tradeoffsteiation of load
disturbances will be improved if the bandwidth is increabatiso will the noise
injection.



368 CHAPTER 12. ROBUST PERFORMANCE

It is highly desirable to have design methods that can gteeambust perfor-
mance. Such design methods did not appear until the late 1988sy of these
design methods result in controllers having the same streics the controller
based on state feedback and an observer. In this sectionowiel@m brief review
of some of the techniques as a preview for those interestedoie specialized
study.

Linear Quadratic Control (LQG)

One way to make the trade-off between attenuation of loadrthiances and injec-
tion of measurement noise is to design a controller thatmmzes the loss function

T/ t) + pu(t)) dt,

wherep is a weighting parameter as discussed in Section 6.3. Thiguasson
gives a compromise between load disturbance attenuatidmiaturbance injec-
tion because it balances control actions against devitiotihe output. If all state
variables are measured, the controller is a state feedback

u=—Kx

The controller has the same form as the controller obtainegidggnvalue assign-
ment (pole placement) in Section 6.2. However, the contrghén is obtained by
solving an optimization problem. It has been shown that toistroller is very
robust. It has a phase margin of at least &Ad an infinite gain margin. The con-
troller is called dinear quadratic controbr LQ controlbecause the process model
is linear and the criterion is quadratic.

When all state variables are not measured, the state carcdesteucted using
an observer, as discussed in Section 7.3. It is also possibigroduce process
disturbances and measurement noise explicitly in the mattto reconstruct the
states using a Kalman filter as discussed briefly in Section 7.4 KBfman filter
has the same structure as the observer designed by polarassigin Section 7.3,
but the observer gainls are now obtained by solving an optimization problem.
The control law obtained by combining linear quadratic convith a Kalman
filter is calledlinear quadratic Gaussian contrar LQG Control The Kalman
filter is optimal when the models for load disturbances andsmesment noise are
Gaussian.

It is interesting that the solution to the optimization desh leads to a con-
troller having the structure of a state feedback and an wbserhe state feedback
gains depend on the parameteand the filter gains depend on the parameters in
the model that characterize process noise and measureoisa{see Section 7.4).
There are efficient programs to compute these feedback andvebgains.

The nice robustness properties of state feedback are un&bely lost when the
observer is added. Itis possible to choose parametersitieatigsed loop systems
with poor robustness, similar to Example 12.8. We can thuslode that there
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C |« —C

Figure 12.17: H., robust control formulation. The left figure shows a general regmiegion

of a control problem used in robust control. The inpuepresents the control signal, the
input w represents the external influences on the system, the omiguthe generalized
error and the output is the measured signal. The right figure shows the special case of the
basic feedback loop in Figure 12.10 where the reference signalds Izethis case we have
w= (—n,d) andz= (x,V).

is a fundamental difference between using sensors fora#stand reconstructing
the states using an observer.

He. Control @

Robust control design is often callét}, control for reasons that will be explained
shortly. The basic ideas are simple but the details are coatpli and we will
therefore just give the flavor of the results. A key idea isstitated in Figure 12.17
where the closed loop system is represented by two blockspthcess and
the controllerC as discussed in Section 11.1. The prodesss two inputs, the
control signalu which can be manipulated by the controller, and the gerzeali
disturbancev, which represents all external influences, for example comasay-
nals and disturbances. The process has two outputs, theatizeererrorz which

is a vector of error signals representing the deviationgriais from their desired
values and the measured siggavhich can be used by the controller to compute
u. For a linear system and a linear controller the closed lgspesn can be repre-
sented by the linear system

z=H(P(s),C(s))w (12.21)

which tells how the generalized ernordepends on the generalized disturbanees
The control design problem is to find a controlesuch that the gain of the transfer
function H is small even when the process has uncertainties. There arg ma
different ways to specify uncertainty and gain, giving risedifferent designs.
The names$i, andH., control correspond to the nornjsl || and||H ||.

To illustrate the ideas we will consider a regulation praoffer a system where
the reference signal is assumed to be zero and the extegmalsiare the load
disturbancel and the measurement noiseas shown in Figure 12.17b. The gen-
eralized input isv= (—n,d). (The negative sign afis not essential, but is chosen
to get somewhat nicer equations.) The generalized errorosechaz = (1,V),
wheren is the process output, andis the part of the load disturbance that is not
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compensated by the controller. The closed loop system istinakeled by

1 P
_[(n) _ -n] | 1+PC 1+PC -n
z= [v] =H(PC) [ d ] = c PC [ q ] ; (12.22)
1+PC 1+PC

which is the same as equation (12.21). A straightforwardutation shows that

V(A4 P(iw)?)(1+[Cliw)?)
|1+ P(iw)C(iw)| '

There are efficient numerical methods to find a controller suatj|t#h(P,C) || <
y, if such a controller exists. The best controller can therobed by iterating ory.

The calculations can be made by solvalgebraic Riccatiequations, for example

by using the commankli nf syn in MATLAB. The controller has the same order
as the process and the same structure as the controller trastate feedback and
an observer; see Figure 7.7 and equation (7.18) on page 214.

Notice that if we minimize|H (P,C)||.. we make sure that the transfer functions
Gya = P/(1+4 PC), representing transmission of load disturbances to theubut
andGyn = —C/(1+ PC), representing how measurement noise is transmitted to
the control signal, are small. Since the sensitivity and th@mementary sen-
sitivity functions are also elements bf(P,C) we have also guaranteed that the
sensitivities are also less thgn The design methods thus balance performance
and robustness.

There are strong robustness results associated witHth@ontroller. We can
understand this intuitively by comparing equations (12adgl (12.23). We can
then conclude that 1

dy(P,—1/C)

The inverse of|H(P,C)||« is thus equal to chordal distance betwé&eand 1/C. If
we find a controlleC with ||H(P,C)||» < y this controller will then stabilize any
proces$, such thad, (P P.) <.

H(P.C))|le = sup (12.23)

[H(R,C)lle = (12.24)

Disturbance Weighting

Minimizing the gain||H(P,C)|» means that gains of all individual signal trans-
missions from disturbances to outputs are less yhfair all frequencies of the
input signals. The assumption that the disturbances ardlgdomportant and
that all frequencies are also equally important is not vealistic, recall that load
disturbances typically have low frequencies and measurenwse is typically
dominated by high frequencies. It is straightforward to ifyotthe problem so that
disturbances of different frequencies are given diffemmphasis, by introducing
a weighting filter on the load disturbance as shown in Figur&7.2-or example
low frequency load disturbances will be enhanced by chaddinas a low pass
filter because the actual load disturbanc@/isl.
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Figure 12.18: Block diagrams of a system with disturbance weighting. The left figure pro
vides a frequency weight on processes disturbances. Throughdikgram manipulation,
this can be converted to the standard problem on the right.

By using block diagram manipulation as shown in Figure 12.&8fiwd that
the system with frequency weighting is equivalent to theesyswith no frequency
weighting in Figure 12.18 and the signals are related through

1 Ry
n 1+R.Cyv 1+R.Cu n
2 (1) (&) ~HEuCom. (229
Cu RvCw

1+P+wGy 1+PRCy

whereR, = PWj andC,, = Wd‘lc. The problem of finding a controllez,, that
minimizes the gain oH(Ry,Cy ) is thus equivalent to the problem without distur-
bance weighting; having obtain€y,, the controller for the original system is then
C =W4C. Notice that if we introduce the frequency weight\g = k/s we will
automatically get a controller with integral action.

Limits of Robust Design

There is a limit to what can be achieved by robust design. Ite gfi the nice
properties of feedback, there are situations where theepsovariations are so
large that it is not possible to find a linear controller thategi a robust system
with good performance. It is then necessary to use othestgpeontrollers. In
some cases it is possible to measure a variable that is weblated with the
process variations. Controllers for different parametdu®s can then be designed
and the corresponding controller can be chosen based orethguned signal. This
type of control design is calleglin scheduling The cruise controller is a typical
example where the measured signal could be gear positiorvelondity. Gain
scheduling is the common solution for high performanceraftevhere scheduling
is done based on Mach number and dynamic pressure. Whengasimgcheduling
it is important to make sure that switches between the chatsodo not create
undesirable transients (often referred tdampless transfer

If it is not possible to measure variables related to therpatars, it is possi-
ble to useautomatic tuningandadaptive contral In automatic tuning the process
dynamics are measured by perturbing the system and a denisathen designed
automatically. Automatic tuning requires that parametersain constant and it
has been widely applied for PID control. It is a reasonablesgtbat in the fu-
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ture many controllers will have features for automatic mgni If parameters are
changing it is possible to use adaptive methods where whieoegs dynamics are
measured on-line.

12.6 FURTHER READING

The topic of robust control is a large one, with many articled &xtbooks devoted
to the subject. Robustness was a central issue in classicabtas described in
Bode's classical book [Bod45]. Robustness was deemplibsizbe euphoria of
the development of design methods based on optimizationstfbeg robustness
of controllers based on state feedback shown by AndersorVarate [AM90]
contributed to the optimism. The poor robustness of outpedifack was pointed
out by Rosenbrock [RM71], Horowitz [Hor75] and Doyle [Doy7éhd resulted
in a renewed interest in robustness. A major step forwardthaslevelopment
of design methods where robustness was explicitly takendatount, such as the
seminal work by Zames [Zam81]. Robust control was originatlyedoped us-
ing powerful results from the theory of complex variablediat unfortunately
gave controllers of high order. A major breakthrough waggily Doyle, Glover,
Khargonekar, and Francis [DGKF89], who showed that the swiut the prob-
lem could be obtained using Riccati equations and that aaltert of low order
could be found. This paper led to an extensive treatment cddhealledH., con-
trol, including books by Francis [Fra87], McFarlane and GidiG90], Doyle,
Francis and Tannenbaum [DFT92], Green and Limebeer [GL95], Zhoyleland
Glover [ZDG96], Skogestand and Postlethwaite [SP05], and Ve [Vin01].
A major advantage of the theory is that it combines much ofrthétion from ser-
vomechanism theory with sound numerical algorithms basedumerical linear
algebra and optimization. The results have been extendezhimear systems by
treating the design problem as a game where the disturbanegenerated by an
adversary, as described in the book by Basare and BeerrBiaed J.

EXERCISES

12.1 Consider a feedback loop with a process and a controllempavansfer
functionsP andC. Assume that the maximum sensitivityNg = 2. Show that the
phase margin is at least 3@nd that the closed loop system will be stable if the
gain is changed by 50%.

12.2 Show that a stable additive perturbatiR,qq can create right half plane
zeros, but not right half plane poles, and that a stable adperturbatiod\Py
can create right half plane poles but not right half plan@zeGive constructive
examples of each.
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12.3 Compute thegu-gap metric between the systems

Kk

k
Pi(s)=—— and P(s) = s 11

s+1

fork=1,2 and 5.

12.4 The distance measure is closely related to closed loop sgst@imunit feed-
back. Show how the measure can be modified to apply to an aybig@dback.

12.5 Consider the transfer functions in Examples 12.2 and 12.&fite the dis-
tance measurd, (P, ) in both cases. Repeat the calculations when the controller
isC=0.1.

12.6 Consider the Nyquist curve in Figure 12.12. Explain why pathefcurve is
approximately a circle. Derive a formula for the center dreradius and compare
with the actual Nyquist curve.

12.7 (Ideal delay compensator) Consider a process whose dysareca pure
time delay with transfer functioR(s) = e 5. The ideal delay compensator is a
controller with the transfer functio@(s) = 1/(1— e~®). Show that the sensitivity
functions arel (s) = e 5 andS(s) = 1— e ° and that the closed loop system will
be unstable for arbitrarily small changes in the delay.

12.8 Let P andC be matrices whose entries are complex numbers. Show that the
singular values of the matrix

1 P

_ | 1+PC 14+PC
HPC)=|~c pC

1+PC 1+PC

e AT PRI CiwP)
+ ([0)) + 1
o,=0 O, =SUu - :
L 2 T T I Plw)Ciw)]

12.9 Show that

sup |1+ P(iw)C(iw)|
w /(14 [P(iw)[?)(1+ [C(iw)[?)
12.10 (Bode’s ideal loop transfer function) When designing elamic amplifiers
Bode proposed that the loop transfer function should haeddmL(s) = ks™"
with 0 < n < 2. Show that such a loop transfer function has constant gyabil

marginsy = arcsinr(1—n/2). Plot the Nyquist curve of the system and determine
phase and gain margins.

= d(P,—-1/C).

12.11 Consider the system

CI—)(:AXJrBu: [_1 0] X+ [a—l] u

dt (12.26)
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The system has the transfer function

s+a
s(s+1)
12.12 Rewrite the solution below as an exercise.

Gp(s) =C[sl-A"B= (12.27)

12.13 (Disk drive tracking) Insert from CDS 110a, using sendiiviNoise —
sensitivity spec— design— robustness check.



